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Enterprise risk management (ERM) has become an important topic in today’s more complex, interrelated
global business environment, replete with threats from natural, political, economic, and technical sources.
Banks especially face financial risks, as the news makes ever more apparent in 2008. This paper demonstrates
support to risk management through validation of predictive scorecards for a large bank. The bank developed
a model to assess account creditworthiness. The model is validated and compared to credit bureau scores.
Alternative methods of risk measurement are compared.
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1. Introduction

The concept of enterprise risk management (ERM) developed
in the mid-1990s in industry, expressing a managerial focus.
ERM is a systematic, integrated approach to managing all
risks facing an organization (Dickinson, 2001). It has been
encouraged by traumatic recent events such as 9/11/2001 and
business scandals to include Enron and WorldCom (Baranoff,
2004). A Tillinghast-Towers Perrin survey (Miccolis, 2003)
reported that nearly half of the insurance industry used an
ERM process (with another 40% planning to do so), and
40% had a chief risk officer. But consideration of risk has
always been with business, manifesting itself in medieval
coffee houses such as Lloyd’s of London, spreading risk
related to cargos on the high seas. Businesses exist to cope
with specific risks efficiently. Uncertainty creates opportuni-
ties for businesses to make profits. Outsourcing offers many
benefits, but also has a high level of inherent risk. ERM seeks
to provide means to recognize and mitigate risks. The field
of insurance was developed to cover a wide variety of risks,
related to external and internal risks covering natural catas-
trophes, accidents, human error, and even fraud. Financial
risk has been controlled through hedge funds and other tools
over the years, often by investment banks. With time, it was
realized that many risks could be prevented, or their impact
reduced, through loss-prevention and control systems, leading
to a broader view of risk management.

The subprime crisis makes companies increasingly strin-
gent about the effective functions of ERM. The failure of the
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credit rating mechanismtroubles companies who needs timely
signals about the underlying risks of their financial assets.
Recent development in major credit ratings agencies such as
Standard & Poor’s (S&P) and Moody’s have integrated ERM
as an element of their overall analysis of corporate credit-
worthiness. This paper demonstrates validation of model risk
in ERM. A large bank develops scorecard models to assess
account creditworthiness. We validate predictive scorecards
based on both internal banking and credit bureau data using
various statistic measures.

This section introduced the problem of risk in organiza-
tions. Section 2 reviews risk modelling, to include balanced
scorecard approaches. Section 3 discusses the use of credit
rating performance validation models. Section 4 presents data
case study of credit scorecards validation. Conclusions are
presented in Section 5.

2. Risk modelling

It is essential to use models to handle risk in enterprises. Risk-
tackling models can be (1) an analytical method for valuing
instruments, measuring risk and/or attributing regulatory or
economic capital; (2) an advanced or complex statistical or
econometric method for parameter estimation or calibration
used in the above; or (3) a statistical or analytical method for
credit risk rating or scoring.

The Committee of Sponsoring Organizations of the
Treadway Committee (COSO) is an organization formed
to improve financial reporting in the US. COSO decided
ERM was important for accurate financial reporting in 1999
(Levinsohn, 2004). Smiechewicz (2001) reviewed COSO
focuses on ERM. The tools of risk management can include
creative risk financing solutions, blending financial, insurance
and capital market strategies (AIG, as reported by Baranoff,
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Table 1 Balanced scorecard perspectives, goals, and measures

Perspectives Goals Measures

Financial Survive Cash flow
Succeed Quarterly sales, growth, operating income by division
Prosper Increase in market share, Increase in Return on Equity

Customer New products % sales from new products, % sales from proprietary products
Responsive supply On-time delivery (customer definition)
Preferred suppliers Share of key accounts’ purchases, ranking by key accounts
Customer partnerships # of cooperative engineering efforts

Internal business Technology capability Benchmark versus competition
Manufacturing excellence Cycle time, unit cost, yield
Design productivity Silicon efficiency, engineering efficiency
New product innovation Schedule: actual versus planned

Innovation and learning Technology leadership Time to develop next generation
Manufacturing learning Process time to maturity
Product focus % products equaling 80% of sales
Time to market New product introduction versus competition

2004). Capital market instruments include catastrophe bonds,
risk exchange swaps, derivatives/options, catastrophe equity
puts (cat-e-puts), contingent surplus notes, collateralized debt
obligations, and weather derivatives.

Many risk studies in banking involving analytic (quantita-
tive) models have been presented. Crouhy et al (1998, 2000)
provided comparative analysis of such models. Value-at-risk
models have been popular (Alexander and Baptista, 2004;
Chavez-Demoulin et al, 2006; Garcia et al, 2007; Taylor,
2007), partially in response to Basel II banking guidelines.
Other analytic approaches include simulation of internal risk
rating systems using past data. Jacobson et al (2006) found
that Swedish banks used credit rating categories, and that
each bank reflected it’s own risk policy. One bank was found
to have a higher level of defaults, but without adversely
affecting profitability due to constraining high risk loans to
low amounts. Elsinger et al (2006) examined systemic risk
from overall economic systems as well as risk from networks
of banks with linked loan portfolios. Overall economic system
risk was found to be much more likely, while linked loan port-
folios involved high impact but very low probability of default.

The use of scorecards has been popularized by Kaplan
and Norton (1992, 2006) in their balanced scorecard, as well
as other similar efforts to measure performance on multiple
attributes (Bigio et al, 2004; Scandizzo, 2005). In the Kaplan
and Norton framework, four perspectives are used, each with
possible goals and measures specific to each organization.
Table 1 demonstrates this concept in the context of bank risk
management.

This framework of measures was proposed as a means
to link intangible assets to value creation for shareholders.
Scorecards provide a focus on strategic objectives (goals)
and measures, and have been appliedin many businesses and
governmental organizations with reported success. Papalexan-
dris et al (2005) and Calandro and Lane (2006) both have

proposed use of balanced scorecards in the context of risk
management. Specific applications to finance (Anders and
Sandstedt, 2003; Wagner, 2004), homeland security (Caudle,
2005), and auditing (Herath and Bremser, 2005) have been
proposed.

Model risk pertains to the risk that models are either incor-
rectly implemented (with errors) or that make use of ques-
tionable assumptions, or assumptions that no longer hold in
a particular context. It is the responsibility of the executive
management in charge of areas that develop and/or use models
to determine to what models this policy applies.

Lhabitant (2000) summarized a series of cases where model
risk led to large banking losses. These models vary from
trading model in pricing-stripped mortgage-backed securities
to risk and capital models in deciding on the structured securi-
ties to decision models in issuing a gold card. Table 2 summa-
rizes some model risk events in banking.

Sources of model risk arise from the incorrect implemen-
tation and/or use of a performing model (one with good
predictive power) or thecorrect implementation/use of a
non-performing model (one with poor predictive power). To
address these risks, vetting of a statistical model is comprised
of two main components: vetting and validation (Sobe-
hart and Keenan, 2001). Vetting focuses on analytic model
components, includes a methodology review, and verifies any
implementation, while validation follows vetting and is an
ongoing systematic process to evaluate model performance
and to demonstrate that the final outputs of the model are
suitable for the intended business purpose.

3. Performance validation in credit rating

Performance validation/backtesting focuses in credit rating
on two key aspects: discriminatory power (risk discrimina-
tion) and predictive accuracy (model calibration) (Wu and
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Table 2 Model risk events in banking

Model Trading and position management
models

Decision models in retail banking Risk and capital models

Model risk Booking with a model that does not
incorporate all features of the deal,
booking with an unvetted or incor-
rect model, incorrect estimation of
model inputs (parameters), incorrect
calibration of the model, etc

Incorrect statistical projections of
loss, making an incorrect decision
(eg lending decision) or incorrectly
calculating and reporting the Bank’s
risk (eg default and loss estimation)
as a result of an inadequate model,
etc

Use of an unvetted or incorrect
model, poor or incorrect estimation
of model parameters, testing limi-
tations due to a lack of historic
data, weak or missing change control
processes, etc

Figure 1 Illustration of divergence.

Olson, 2008). Discriminatory power generally focuses on the
model’s ability to rank-order risk, while predictive accuracy
focuses on the model’s ability to predict outcomes accurately
(eg probability of defaults, loss given defaults, etc). Various
statistic measures can be used to test the discriminatory
power and predictive accuracy of a model (Sobehart and
Keenan, 2001). Commonly used measures in credit rating
include the divergence, Lorenz curve/CAP curve and the
Kolmogorov–Smirnov (KS) statistic (Sobehart and Keenan,
2001).

The divergence measures the ability of a scoring system
to separate good accounts from bad accounts (we informally
define good and bad accounts as well as other concepts from
credit scoring in the Appendix, but essentially good accounts
are those that do not default, while bad accounts are those that
do). This statistic is the squared difference between the mean
score of the good and bad accounts divided by their average
variance:

(MeanGood − MeanBad)2/((VarGood + VarBad)/2)

The higher the divergence, the larger the separation of
scores between good and bad accounts (see Figure 1). Ideally,
‘good’ accounts should be highly concentrated in the high
score ranges and conversely, ‘bad’ accounts should be highly
concentrated in the low score ranges.

Lorenz curve: The Lorenz curve can be produced after a
sample of accounts has been scored by the model and then
rank ordered based upon the score. If the model is predic-
tive, the score of accounts or customers likely to exhibit the
behaviour that is being predicted will trend towards one end of
the distribution. The Lorenz curve is a variation of CAP curve
in Figure 1. The predictive power of a model can be visu-
ally reviewed by tracing through the entire cumulative rank
ordered customer distribution (on the x-axis) and comparing
it to the distribution of customers that exhibited the behaviour
to be predicted (on the y-axis). If a large proportion of the
customers displaying the behaviour to be predicted is captured
within a relatively small proportion of the entire population,
the model is considered predictive. Normally, in addition to
the curve of the respective models (namely, the Custom and
Beacon Scores), two curves are included on the graph to act
as baselines; first, the random line and second, the curve with
perfect information.

Kolmogorov–Smirnov (K–S) test: Ideally, the bad curve
should increase more quickly at the low score ranges, where
these accounts should be found if the model is accurately
rank ordering. Conversely,a low percentage of good accounts
should be found in the low score range and then show a higher
concentration in the high score range (see Figure 2). The
K–S statistic identifies the maximum separation (percentage)
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Figure 2 Illustration of K–S statistics.

Table 3 Scorecard performance validation January 1999–June 1999

Scorecard Beacon Beacon/Empirical Scorecard Bureau 1 Bureau 2
(No Bureau score)

Good N 26 783 25 945 26 110 673 26 783 26 783
Mean 250 734 734 222 42 208
Std. dev 24 55 55 22 9 21

Bad N 317 292 296 21 317 317
Mean 228 685 685 204 40 188
Std. dev 23 55 55 13 9 22

Total N 27 100 26 237 26 406 694 27 100 27 100
Mean 249 733 733 221 42 207
Std. dev 24 55 55 22 9 21

between the cumulative percentage of goods versus bads at
any given score. It may also be used to provide a cut-off score
to assess applicants. The K–S statistic ranges from 0 to 100%.

Population stability index (PSI): This index gauges the
discrepancy between the original development population
used to generate the model and the population consisting of
all the current applicants. It is used to measure comparatively
the distribution of the scores between the two populations
in order to detect any shifts in the samples. Assume pi ,
qi , i = 1, . . . ,m are the ranges of scores for a more recent
sample and for chosen benchmark, respectively. The PSI is
calculated as follows:

PSI =
m∑

i=1

(pi − qi ) ln(pi/qi )/100

The following indices may be used as guidelines: an index
of 0.10 or less is indicative of no real change between the
samples; a score between 0.10 and 0.25 indicates some shift;
and an index greater than 0.25 signifies a definite change that
should be further analysed.

4. Case study: credit scorecard validation

The section aims to validate the predictive scorecard that is
currently being used in a large Ontario bank. The names of
this bank cannot be revealed due to confidentiality clauses.
From the perspective of checking model risk, the whole
process starts with a review of the bank background and
raw data demonstration. This process will continue with
a detailed validation through analysis of various statistic
measures and population distributions and stability. This
bank has a network of branches with a total of more than
8000 branches and 14 000 ATM machines operating across
Canada. This bank successfully conducted a merger of two
brilliant financial institutions in 2000 and became Canada’s
leading retail banking organization. It has also become one of
the top three online financial service providers by providing
online services to more than 2.5 million online customers.
The used scorecard system in retail banking strategy will
then need to be validated immediately due to this merger
event. This scorecard system under evaluation predicts the
likelihood that a 60–120-day delinquent account (mainly on
personal secured and unsecured loans and lines of credit)
will cure within the subsequent 3 months.
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Table 4 Scorecard performance validation July 1999–December 1999

Scorecard Beacon Beacon/Empirical Scorecard Bureau 1 Bureau 2
(No Bureau score)

Good N 20 849 20 214 20 302 547 20 849 20 849
Mean 248 728 728 222 42 206
Std. dev 24 54 54 23 9 21

Bad N 307 296 297 10 307 307
Mean 231 691 692 208 40 191
Std. dev 23 55 55 12 9 22

Total N 21 256 20 510 20 599 557 21 156 21 156
Mean 248 727 727 222 42 206
Std. dev 24 54 54 22 9 21

Table 5 Scorecard performance validation January 2000–June 2000

Scorecard Beacon Beacon/Empirical Scorecard Bureau 1 Bureau 2
(No Bureau score)

Good N 23 941 23 254 23 361 580 23 941 23 941
Mean 246 723 723 223 41 205
Std. dev 24 54 54 21 9 21

Bad N 533 490 495 38 533 533
Mean 225 683 683 216 38 187
Std. dev 21 51 51 16 9 20

Total N 24 474 23 744 23 856 618 24 474 24 474
Mean 245 723 723 222 41 204
Std. dev 24 54 54 20 9 21

Table 6 Summary for performance samples

Time Statistic Scorecard Beacon Beacon/Empirical Scorecard Bureau 1 Bureau 2

January 1999–June 1999 KS value 39 37 37 44 14 36
Divergence 0.869 0.792 0.79 0.877 0.07 0.814
Bad% 1.17 1.11 1.12 3.03 1.17 1.17

July 1999–December 1999 KS value 33 26 26 42 10 29
Divergence 0.528 0.45 0.435 0.624 0.04 0.498
Bad% 1.45 1.44 1.44 1.8 1.45 1.45

January 2000–June 2000 KS value 38 33 33 26 14 34
Divergence 0.843 0.606 0.598 0.147 0.078 0.789
Bad% 2.18 2.05 2.07 6.15 2.18 2.18

Three time slots, that is, January 1999 to June 1999,
July 1999 to December 1999, and January 2000 to June
2000, across six samples have been created and compared
(see Tables 3–5). These are yielded by breaking-up funded
accounts into three time slots based on their limit issue date for
six samples: ‘Scorecard data’, ‘Beacon’, ‘Beacon/Empirical’,
‘Scorecard without Bureau data’, ‘Bureau 1’ and ‘Bureau 2’.
Tables 3–5 give the sample size, mean and standard devia-
tion of these six samples for three time slots. Bad accounts
in these tables include cases 90 days delinquent or worse,
accounts closed with a ‘NA (non-accrual)’ status or that
were written-off. Good cases are those that do not meet the

bad definition. The bad definition is evaluated at 18 months.
Specified time periods refer to month-end dates. For the
performance analyses, the limit issue dates will be consid-
ered, while the population analyses will use the application
dates. ‘Scorecard’ sample is our modelling sample and a
combination of both ‘Beacon/Empirical’ and ‘Scorecard
without Bureau data’. ‘Beacon’ sample is designated as
benchmarking sample for validation. But for deeper valida-
tion, we employ another two samples, that is, ‘Bureau 1’ and
‘Bureau 2’, from available Bureau score data. ‘Bureau 1’ and
‘Bureau 2’ are homogeneous to existing ‘Scorecard data’ in
terms of bad and good account numbers. The homogeneity
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Figure 3 Lorenz curve on January 1999–June 1999 sample.

Figure 4 Lorenz curve on July 1999–December 1999 sample.

Figure 5 Lorenz curve on January 2000–June 2000 sample.
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Figure 6 Performance comparison of three time slots for existing scorecard.

in samples will enable our later comparison more relevant.
‘Beacon’ sample has the largest mean and standard deviation
values of scores, while ‘Bureau 1’ has the smallest mean and
standard deviation values of scores. Our ‘Scorecard’ sample
has a moderate mean and standard deviation values close
to those of ‘Bureau 2’ while between ‘Beacon/Empirical’
and ‘Scorecard without Bureau data’. For example, Table 3
shows ‘Scorecard’ sample has a mean and standard deviation
values of 250 and 24, close to 208 and 21 for ‘Bureau 2’.
As time goes, scores of good accounts in our ‘Scorecard’
sample constantly decrease from 250 to 248 to 246, while
bad values change from 228 to 231 to 225. The mean score
of the total population constantly decreases from 249 to 248
to 245. These population changes will be detected later in
the next section in a detailed validation process.

We note that numbers in these tables are rounded off to
demonstrate the nature of score values assigned to different
customer accounts. This also helps prevent revealing the
bank’s business details for security. We will validate for each
individual sample the model’s ability to rank order accounts
based on creditworthiness. Comparison will be done to the
credit bureau scores.

4.1. Statistical results and discussion

In order to validate the relative effectiveness of the Score-
card, we conduct statistic analysis and report results for the
following statistical measures: divergence test, Lorenz curve,
Kolmogorov–Smirnov (K–S) test, and population stability
index. Table 6 presents the computation statistic values for
KS value, divergence and bad% (bad ratio) of all performance
samples across three time slots in Tables 3–5. The KS value
and divergence values are computed using equations from
Section 3. Bad% equals the ratio of number of bad accounts
divided by the number of total accounts. Again, numbers in
Table 6 are rounded off. Using the rounded number values
in Tables 3–5, we can easily compute the divergence values

close to those in the last row of each table. For example,
relating to the Scorecard in Table 3: Mean Good = 250, Std.
dev. Good = 24, Mean Bad = 228, Std. dev. Bad = 23. The
difference (Mean Good−Mean Bad) is equal to 22 andthe
average variances sum is equal to 552.5. The divergence is
the fraction 484/552.5 = 0.876, which is very close to non-
rounded value 0.869.

Two findings are shown from Table 6. First, there is a
trend of aging for the ‘Scorecard’ performance. From the
third column of Table 6, we see that both the KS value and
divergence are downgrading from the original value of 39%
and 240, respectively. The KS and divergence statistics deter-
mine how well the models distinguished between ‘good’ and
‘bad’ accounts by assessing the properties of their respective
distributions. The Scorecard was found to be a more effec-
tive assessor of risk for the earlier sample, Jan-99 to Jun-99,
then the latest sample, Jan-00 to Jul-00, but was slightly less
effective for the Jul-99 to Dec-99 sample. The bad ratio keeps
increasing from 1.17 to 1.45 to 2.18%. Again, this demon-
strates a hind of model risk and a thorough validation is
required. Second, the performance statistics for the selected
samples as provided in Table 6 indicate the superiority of
the Scorecard as a predictive tool. In all three time slots,
the existing ‘Scorecard’ outperforms both the benchmarking
‘Beacon’ model and other two designated Bureau models,
that is, ‘Bureau 1’ and ‘Bureau 2’ models. The only model
that can ‘beat’ ‘Scorecard’ is the ‘Scorecard without Beacon’
in January 1999–June 1999 and July 1999–December 1999
with divergence being 0.877 and 0.624. However, the diver-
gence and KS values dropped to 0.147 and 26 for the Jan-
00 to Jul-00 ‘Scorecard without Beacon’ model. This indi-
cates ‘Scorecard without Beacon’ is not a stable model at
all and should never be considered as an alternative tool.
Instead, the existing ‘Scorecard’ from a combination of most
Beacon data (about 97.44, 96.91 and 97.47% for three periods
respectively) and some empirical internal banking data (about
2.6, 3.1 and 2.5% for three periods respectively) provides a
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powerful tool for measuring account creditworthiness. There
was a more distinct separation between ‘goods’ and ‘bads’
for the above-mentioned first two time slots, that is, Jan-99 to
Jun-99 and Jan-00 to Jul-00, than the last: the maximum
difference between the ‘good’ and ‘bad’ cumulative distri-
butions was 39 and 38%, respectively, versus 33% for the
remaining sample. Similarly, the divergence values were 0.869
and 0.843, versus 0.528 for the less effective sample.

The Lorenz curves corresponding to Table 6 are depicted
in Figures 3–6. Figures 3–5 depict Lorenz curves for all six
samples across three time periods while Figure 6 draws the
performance comparison of three time slots for existing score-
card. Note that all figures are based on best applicant. In a
data set that has been sorted by the scores in ascending order
with a low score corresponding to a risky account, the perfect
model would capture all the ‘bads’ as quickly as possible. The
Lorenz curve assesses a model’s ability to effectively rank
order these accounts. For example, if 15% of the accounts
were bad, the ideal or exact model would capture all these
bads within the 15th percentile of the score distribution (the
x-axis).
Again, the results indicate that the Scorecard is a good

predictor of risk. Figures 3–5 indicate that the Scorecard
curve lies above all other curves except ‘Scorecard without
Beacon’,which was deemed as an invalid tool due to its
instability. Scorecard performs better than, though not by a
significant margin, the Credit Bureau Score. Among the three
selected sampling periods, as can be seen from Figure 6, the
two periods of Jan-99 to Jun-99 and Jan-00 to Jun-00 high-
light a slightly better predictive ability than the period of
Jul-99 to Dec-99.

It is possible that the Scorecard was better able to separate
‘good’ accounts from ‘bad’ ones for the earlier sample. On
the other hand, the process to clean up delinquent unsecured
line of credit accounts starting from mid-2001 may result in
more bad observations for the latest sample (those accounts
booked between Jan-00 and Jun-00 with a 18-month observa-
tion window will catch up with this clean-up process). This
can be evidenced by the bad rate of 2.18% for the Jan-00 to
Jun-00 sample, compared to 1.45% for the Jul-99 to Dec-99
sample, and 1.17% for the Jan-99 to Jun-99 sample. If most
of these bad accounts in the clean-up have a low initial score,
the predictive ability of the Scorecard on this cohort will be
increased.

4.2. Population distributions and stability

We conduct a comparison analysis between the initial sample
used to develop the model and subsequent sampling periods,
which provides insight into whether or not the scorecard
is being used to score a different population. The analyses
considered all applicants are included, but outliers have been
excluded, that is, invalid scorecard points. We consider four
sampling periods for the cumulative and interval popula-
tion distribution charts: the FICO (see the Appendix for a
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Table 10 Total population stability index

Contribution
index

Jan-00 Feb-00 Mar-00 Apr-00 May-00 Jun-00 Jul-00 Aug-00 Sep-00 Oct-00 Nov-00 Dec-00

�0.10 0.0959 0.0962 0.0826 0.0999 0.0919 0.0940 0.0926 0.0693 0.0656
0.10–0.25 0.1097 0.1313 0.1236

Contribution
index

Jan-01 Feb-01 Mar-01 Apr-01 May-01 Jun-01 Jul-01 Aug -01 Sep -01 Oct-01 Nov-01 Dec-01 Jan-02

�0.10 0.0940 0.0898 0.0787 0.0979 0.0829 0.0615 0.0696 0.0701 0.0907 0.0816 0.0817 0.0915 0.0771

Figure 7 Cumulative population distribution on all applicants.

Figure 8 Interval population distribution on all applications.

definition of FICO score) development sample, Jan-99 to Jun-
99, Jul-99 to Dec-99, and Jan-00 to Jul-00 (see Figures 7
and 8). From Figure 8, we can see a very notable population
shift across the samples where the recent applicants clearly
were scoring lower points than before. On the other hand,
the development sample was markedly distinct from the three
selected samples from three time slots.

We now use the population stability index to estimate the
change between the samples. As mentioned in Section 4,
a stability index of < 0.10 indicates an insignificant shift,
0.10–0.25 requires some investigation and > 0.25 means that
a major change has taken place between the populations being
compared. Tables 7–9 present a detailed score distribution
report together with the 6-month population stability index
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for each of the above three selected sample from three time
slots, included funded accounts only. Computation shows that
the indexes for the three time slots on funded accounts are
greater than 0.1, and the more recent samples scores a lower
index than the older samples: 0.2027 for the Jan-99 to Jun-99
sample, 0.1461 for the Jul-99 to Dec-99 sample, and 0.1036
for the Jan-00 to Jun-00 sample. We also compute the monthly
population stability which shows the monthly index for total
applications (funded or not funded) in the past 2 years starting
from Jan-00. This result further confirms on the declining
trend with the monthly indexes for the past 20 months all rest
within 0.1 (see Table 10).

As indicated in Figures 7 and 8, more of the latest sample
accounts were having a lower score compared to the older
samples. A tendency of lower score over time has been
revealed. All of the three samples from three time slots had
a score distribution higher than the Development sample.

The stability indices revealed that the greatest population
shift occurred when the Scorecard was originally put in place,
then the extent of shift reduced gradually across time. The
indexes stayed within 0.1 for the past 20 months.

5. Conclusion and discussion

Maintaining a certain level of risk has become a key strategy
to make profits in today’s economy. Risk in enterprise can be
quantified and managed using various models. Models also
provide support to organizations seeking to control enterprise
risk. We have discussed risk modelling and reviewed some
common risk measures. Using the variation of these measures,
we demonstrate support to risk management through valida-
tion of predictive scorecards for a large bank. The bank uses
a Scorecard based on a combination of most Beacon data and
some empirical internal banking data. The scorecard model is
validated and compared to credit bureau scores. A comparison
of the KS value and the divergence value between Scorecard
and Bureau Score in the three different time periods indicated
that internal existing scorecard is a better tool than Bureau
Score to distinguish the ‘bads’ from the ‘goods’. Vetting and
validation of models may encounter many challenges in prac-
tice. For example, when retail models under vetting are rela-
tively new to the enterprise, when there are large amounts of
variables and data to manipulate and limited access to these
data sets due to privacy restrictions, when validation tests are
not standardized and there are demands for ability to change
the measure if results do not look favourable, these challenges
become apparent.
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Appendix. Informal definitions

(a) Bad accounts refer to cases 90 days delinquent or worse,
accounts closed with a ‘NA (non-accrual)’ status or that
were written-off.
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(b) Good accounts were defined as those that did not meet
the bad definition.

(c) Credit score is a number that is based on a statistical
analysis of a person’s credit report, and is used to represent
the creditworthiness of that person—the likelihood that
the person will pay his or her debts.

(d) A credit bureau is a company that collects informa-
tion from various sources and provides consumer credit
information on individual consumers for a variety of
uses.

(e) Custom score refers to the score assigned to existing
customers or new applicants.

(f) Beacon score is the credit score produced at the most
recognized agency Equifax in Canada.

(g) The FICO score is the credit score from Fair Isaac Corpo-
ration, a publicly traded corporation that created the best-
known and most widely used credit score model in the
United States.
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