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Abstract

The article discusses the contradiction between the ambiguity of human judgment in a multicriterion environment

and the exactness of the assessments required in the majority of the decision-making methods. Preferential information

from the decision makers in the ordinal form (e.g., ‘‘more preferable’’, ‘‘less preferable’’, etc.) is argued to be more

stable and more reliable than cardinal input. Ways of obtaining and using ordinal judgments for rank ordering of

multiattribute alternatives are discussed. The effectiveness of the step-wise procedure of using ordinal tradeoffs for

comparison of alternatives is evaluated. We introduce the notion of ordinal tradeoffs, presentation of ordinal tradeoffs

as a flexible three-stage process, a paired joint ordinal scale (PJOS), and evaluation of the effectiveness of the three-stage

process. Simulation results examine the sensitivity of the number of pairwise comparisons required for given numbers of

criteria and categories within criteria, as well as the number of alternatives analyzed. This simulation shows that ordinal

pairwise comparisons provide sufficient power to discriminate between 75% and 80% of the alternatives compared.

While the proportional number of pairwise comparisons relative to the maximum possible decreases with the number of

criteria and categories, the method is relatively insensitive to the number of alternatives considered. � 2002 Elsevier

Science B.V. All rights reserved.
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1. Introduction

Many decision problems involve the need to
trade off multiple criteria. Decision aids are tech-
nologies designed to help people learn more about
decision choices and their tradeoffs. This paper

discusses the use of a joint ordinal scale (JOS) to
reflect decision maker preference without having
to develop a scaled utility or value function.
One of the most popular approaches in this

field is multiattribute utility theory (MAUT)
which is often substituted for by multiattribute
value theory for practical tasks under certainty
(Keeney and Raiffa, 1976; Von Winterfeldt and
Edwards, 1986). This approach is rather straight-
forward. However, numeric values for scores of
each alternative on each attribute and relative
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weights reflecting attribute scales need to be es-
tablished. While relative weights are established
by decision maker indication of indifference, this
only works by presenting the decision maker with
numbers. Past work (Slovic et al., 1977; Kahn-
eman et al., 1982; Keeney and Raiffa, 1976 and
others) demonstrated that the process of eliciting
the necessary information for such a decision was
one of the major challenges facing the field. Ex-
periments (such as Larichev, 1992; Larichev et al.,
1995) have shown the limited capacities of people
in providing quantitative information for some
tasks. Ordinal input is less complex, and thus we
expect it to more accurately reflect decision maker
preference.
It is not always necessary to replace qualitative

information with quantitative measures. If we do
not require the complete rank order of alternatives
(ordering the n alternatives 1 through n), but ra-
ther want to narrow a subset of the better alter-
natives in a partial rank order (where each rank
may have a number of alternatives assigned), the
need for exact numerical values may disappear.
For example, the majority of approaches in
mathematical programming with multiple criteria
provide the decision maker with the structure of
the efficient set of alternatives. Then, in a dialog
with the decision maker about possible directions
for alternatives’ adjustment, try to form the best
solution (Wierzbicki, 1982; Korhonen et al., 1984;
Steuer, 1986; Korhonen, 1988; Olson, 1992; Lofti
et al., 1992).
Outranking methods (Roy, 1968; Brans and

Vincke, 1985; Salminen et al., 1989) combine each
alternative’s advantages and disadvantages in two
respective criteria (concordance and discordance
indices), and present the decision maker with
subgroups of incomparable better alternatives for
further analysis. Such multiattribute systems as
ARIADNE and HIPRE 3+ (Olson, 1996) try to
allow the decision maker to introduce possible
intervals for criterion weights, providing maxi-
mum and minimum possible values for each al-
ternative. As with the outranking approaches,
these methods can result in a subset of overlapping
(incomparable) alternatives.
In all of these methods, the decision maker is

provided with the partial results, evaluates them,

and decides on further actions (change the aspi-
ration levels, adjust the discordance/concordance
indices, change the evaluation criteria, etc.).
Once we decide that the complete order of al-

ternatives is not necessary, we are able to discuss
methods and approaches to elicit required decision
makers’ preference information in a verbal (usu-
ally ordinal) form. There have been a number of
attempts to aid decisions using the decision ma-
ker’s ordinal preferences (see, e.g., Fishburn, 1964;
Barron, 1973; Kirkwood and Sarin, 1985; Salmi-
nen et al., 1989; Cook and Kress, 1992; Barron,
1992; Edwards and Barron, 1994; Larichev and
Moshkovich, 1997). What is new in this paper is
not comparison of quantitative and qualitative
preferences, but rather a structured overview
of approaches within the qualitative field, an
introduction of the notion of ordinal tradeoffs,
presentation of ordinal tradeoffs as a flexible three-
stage process, a paired joint ordinal scale (PJOS),
and evaluation of the effectiveness of the three-
stage process.
In Section 2 the main approaches to elicitation

of attribute weights and values for possible at-
tribute levels will be analyzed. Directions in ordi-
nal information implementation will be discussed
and procedures for ordinal tradeoffs for compari-
son of multiattribute alternatives will be proposed.
Simulation results based on the elicitation of or-
dinal preference information will be described in
Section 4, followed by conclusions.

2. Problems of preference elicitation in the con-

struction of multiattribute value functions

Problems of elicitation and implementation of
information about the decision maker’s prefer-
ences in comparison and evaluation of alternatives
have become very important in the process of de-
veloping methods for multicriteria decision mak-
ing. The most popular multiattribute value model
in practical cases is the additive model (see, e.g.
Von Winterfeldt and Edwards, 1986; Watson and
Buede, 1987; Corner and Kirkwood, 1991; Kee-
ney, 1992). Within the framework of the additive
model the task under consideration may be pre-
sented as follows:
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Given:
1. K ¼ fqig; i ¼ 1; 2; . . . ;Q – a set of attributes
upon which alternatives are evaluated.

2. nq – the number of possible levels on the scale of
the qth attribute (q 2 K).

3. Xq ¼ fxiqg – a set of levels for the qth attribute
rank-ordered from the most preferable to the
least preferable (the scale of the qth attribute}

jXqj ¼ nq ðq 2 KÞ:

4. X ¼ X1; . . . ;XQ – a set of vectors xi 2 X of the
following type: xi ¼ ðxi1; xi2; . . . ; xiQÞ, where
xiq 2 X .

5. A ¼ faig � X – a subset of vectors describing
the set of real alternatives.

6. An overall value of alternative ai 2 A is evalu-
ated using the formula

V ðaiÞ ¼
XQ

q¼1
kqvqðxiqÞ; ð1Þ

where ai ¼ ðxi1; xi2; . . . ; xiQÞ; kq is the non-
negative weight of the qth attribute, and vqðxiqÞ
is the value assigned to the attribute level
xiq.
By convention, we can choose the value of the

best attribute level to equal 1, the value of the
worst attribute level to equal 0, and we can nor-
malize the attribute weights to sum to 1:

vqðx1qÞ ¼ 1; vqðxnqqÞ ¼ 0

ðq ¼ 1; 2; . . . ;QÞ; and
XQ

q¼1
kq ¼ 1:

ð2Þ

Required: to select the preferred alternative of
set A on the basis of decision maker preferences
measured over multiple attributes.
There are two primary types of the information

necessary:
• the relative importance (or preferability) of at-
tributes used for evaluation of alternatives;

• the relative preferability (value) of separate lev-
els upon attribute scales, assessed on alterna-
tives.
The theoretically sound approaches to the de-

termination of kq and vqðxiqÞ for i ¼ 1; 2; . . . ; n and
q ¼ 1; 2; . . . ;Q are based on the idea of drawing

indifference curves (reflecting the indifference of a
decision maker to gain some definite increment
upon one or another attribute). This process is
time consuming and it may be conceptually diffi-
cult for decision makers to be accurate even in the
case of an additive value function of the form gi-
ven in (1). (We note that this opinion of ours is not
universally shared.)
If you look at practical tasks, described as

applications of the decision aid methods (Corner
and Kirkwood, 1991; Goodwin and Wright, 1991;
Keeney, 1992), it can be seen that many if not all
such tasks involve verbally described attribute
levels assigned to alternatives. Even for many
originally numerical attributes (such as area, time,
distance, weight) in many cases it is necessary to
construct discrete scales with verbal explanations
(possibly including ranges of possible levels), to
reflect the discrepancies in values. That is why
many simplified approaches to weights and values
evaluation have been developed. More details on
these approaches can be found in Von Winter-
feldt and Edwards (1986). However the situation
is not the same for real decision tasks, in which
we usually have to select from a group of alter-
natives close in value to the decision maker.
Stillwell et al. (1981) pointed out that the situa-
tion changes dramatically when we exclude
dominated alternatives (alternatives which have
worse or equal performances over all attributes to
some dominating alternative, and at least one
inferior performance). In these circumstances
slight differences in weights of attributes may lead
to the reversals in ranking of decision alternatives
(Larichev et al., 1993, 1995; Olson et al., 1995;
Barron and Barrett, 1996). There are almost no
analogous studies concerning assignment of val-
ues to the levels upon attribute scales, but it
seems that the situation in this sphere is likely to
be the same (see Olson et al., 1995; Moshkovich
et al., 1998).
There are many experimental examples (see e.g.

Schoemaker and Waid, 1982; Borcherding et al.,
1991) which show that simple implementation of
different techniques for deriving weights in the
same task and with the same decision maker often
lead to different results. In these circumstances
specialists must be very careful in using simple
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multiattribute techniques for complicated tasks. In
many cases this approach gives a very clear and
simple result, but it’s correctness is far from being
obvious. Sensitivity analysis has been proposed for
such cases (Von Winterfeldt and Edwards, 1986)
to see if results change with varying model pa-
rameters. Mathematical programming and Monte
Carlo simulation can be applied to generate weight
sensitivity analysis, but with many dimensions,
humans can sometimes have a difficult time sorting
out the many contingent outcomes.
We can make several general conclusions from

the material we have presented:
• in practical decision tasks most decisions in-
volve qualitative attributes with no natural nu-
merical equivalents (Larichev, 1992; Larichev
and Moshkovich, 1997). Qualitative aspects
can include such as the neighborhood or general
quality of the building when purchasing a
house, or color, interior, and ease of driving
when purchasing an automobile;

• for qualitative as well as for originally quantita-
tively measured attributes it may be useful to de-
fine several distinct levels (maybe explained in
words and examples) on a scale (Von Winter-
feldt and Edwards, 1986; Goodwin and Wright,
1991; Keeney, 1992);

• levels on attribute scales as well as attribute im-
portances may be rather easily and consistently
rank ordered by a decision maker according to
his (or her) preference (Watson and Buede,
1987; Larichev, 1992; Larichev and Moshko-
vich, 1997). Eckenrode’s subjects stated that
ranking was easier and more reliable than other
methods (1965). Keeney (1992) stated that an
ordinal scale is a logical first step for some attri-
butes;

• carrying out theoretically based procedures for
numerical estimation of these ranks is time con-
suming and cognitively uncomfortable for deci-
sion makers, poorly understood by them,
leading to results that may be inadequate (Payne
et al., 1988; Tversky et al., 1988);

• implementation of simplified procedures for nu-
merical estimation of weights and values leads
to unstable results, which may cause the wrong
selection (Payne et al., 1993; Barron and Bar-
rett, 1996);

• it is not always necessary to obtain full rank or-
dering of alternatives and thus implementation
of numerical estimation is not always needed
(Kirkwood and Sarin, 1985; Kirkwood and
Corner, 1993; Barron and Barrett, 1996).
Implementation of ordinal judgments (ranking

and ordinal comparison) is usually considered to
be the most natural approach for decision makers
and does not seem to involve problems to spe-
cialists in decision analysis (Payne et al., 1993).
Ordinal comparisons are always the first practical
step in preference elicitation procedures in mul-
tiattribute analysis. But almost always this step is
followed by scaling procedures to obtain quanti-
tative expressions for all elements of the model.
There are ways to analyze the decision situation on
the basis of ordinal judgments and sometimes to
identify the preferred decision without resort to
numbers (Kirkwood and Sarin, 1985; Kirkwood
and Corner, 1993; Barron and Barrett, 1996). In
the next section we discuss several models that use
only ordinal, or partly ordinal, judgments for
partial ranking of alternatives. To illustrate our
ideas we use an example of an application problem
analyzing 48 applicants for a tenure track position
in MIS.

3. Methods to implement ordinal judgments for

comparison of multiattribute alternatives

Possible types of ordinal preference informa-
tion can be grouped as follows:
1. rank ordering of separate levels upon attribute
scales (ordinal scales);

2. rank ordering of attributes upon their impor-
tance;

3. pairwise comparison of real alternatives;
4. ordinal tradeoffs: pairwise comparison of hypo-
thetical alternatives differing in estimates of
only two attributes.

3.1. Ordinal scales

The first category (ordinal attribute scales) is
represented by one very easy and popular method,
the rule of dominance. This rule states that one
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alternative is more preferable than another if it has
attribute levels that are not less preferable on all
attributes and is more preferable on at least one.
This rule does not need the idea of attribute im-
portance and is not necessarily connected with an
additive form of a value function (although it does
not apply to all functional forms). The rule of
dominance may be easily applied as the first step in
the analysis of the decision situation and may
sometimes lead to a decision. But such a situation
rarely occurs. Nevertheless, it is obvious that the
best solution is contained in the set of non-domi-
nated alternatives if the decision problem is com-
pletely modeled. Therefore, in practical tasks with
large numbers of alternatives (which is often the
case), dominance is a way to reduce the initial set
for further analysis. The example using simple
ordinal scales for multiattribute evaluation of ap-
plicants for a tenure track position in MIS is given
in Table 1.
Here an alternative with ratings of average or

better on all attributes would dominate an alter-
native with a rating of below average on one or
more attributes, and average on all other attri-
butes.

3.2. Rank ordering of attributes upon importance

The next category (rank ordering of attributes
upon importance) does not provide any decision
rule by itself. In combination with ordinal scales
and lexicographical attributes’ ranking, the rule
for comparison of alternatives may be as follows:
first we select alternatives possessing the best
possible level upon the most important attribute.
From the resulting subset we select alternatives
with the best possible level upon the next impor-
tant attribute and so on. This rule is based on the
assumption that in the attributes’ ranking one
attribute is more important than all the other attri-
butes, which follow it in the ranking. This preemp-
tive rule again does not necessarily imply the
additive value function, but has the obvious
drawback that because of its non-compensatory
nature, this rule is rather unpopular theoretically.
If the ranking of attributes is supplemented by

numeric alternatives’ scores against separate at-
tributes then there is a method proposed by
Kirkwood and Sarin (1985). This method assumes
that we know values for levels upon attribute
scales, but we cannot derive exact weights, though
we know the ranking of attributes upon impor-
tance, which allows to rank order weight coeffi-
cients in formula (1). They proved that if
k1 > k2 	 	 	 > kQ, then alternative a is more prefer-
able, than alternative b, if

Xp

q¼1
vqðaqÞ 


Xp

q¼1
vqðbqÞP 0; p ¼ 1; 2; . . . ;Q; ð3Þ

and at least one of these inequalities is strict
(strictly more than 0).
This approach allows comparison of pairs of

alternatives and use of this partial rank order in
analyzing the task. The main advantage of this
approach according to Kirkwood and Corner
(1993) is that if the best alternative is identified by
this procedure, it will be the best with any weights
maintaining their rank order.
This approach is easy to use and it may be ef-

fective in some practical cases (see application
described in Kirkwood and Sarin, 1985). Never-
theless, values need to be assigned to attribute
levels. In addition the example application used in

Table 1

Attributes with ordinal scale for applicants’ evaluation

Attributes Possible levels

A. Ability to teach our

students

A1. Above average

A2. Average

A3. Below average

B. Ability to teach systems

analysis and DBMS

B1. Above average

B2. Average

B3. Below average

C. Evaluation of completed

research and scholarship

C1. Above average

C2. Average

C3. Below average

D. Potential in publications D1. Above average

D2. Average

D3. Below average

E. Potential leadership in

research

E1. Above average

E2. Average

E3. Below average

F. Match of research

interests

F1. Above average

F2. Average

F3. Below average
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the article of Kirkwood and Sarin (1985) and
simulations carried out for this procedure (Kirk-
wood and Corner, 1993) show that they use ordi-
nal scales for attributes. To consider this rank as
the value is very seldom true in real tasks.

3.3. Pairwise comparison of real alternatives

In some methods the decision maker is required
to compare real alternatives at one or another step
of the decision process (see, e.g. Korhonen, 1988).
In general this information by itself will lead to the
solution (if you compare all pairs of alternatives
then you can construct a complete rank order of
alternatives). But the whole area of multiattribute
decision analysis has evolved from the notion that
this task is too difficult for the decision maker.
This approach is mostly used in multicriteria
mathematical programming (in which there is not
a finite number of alternatives for consideration).
Still we consider this information as highly un-
stable (Tversky, 1969; Larichev, 1992).

3.4. Ordinal tradeoffs

The main idea of this approach is to ask the
decision maker to make tradeoffs for each pair of
attributes and for each pair of possible levels in the
ordinal form. To carry out such a task we need to
ask a decision maker questions of the kind:

what do you prefer: to have this (better) level
upon attribute q and that (inferior) level
upon attribute qþ 1, or this (better) level
upon attribute qþ 1 and that (inferior) level
upon attribute q?

These questions may be asked for each pair of
attributes and for each level upon attribute scales.
It is clear, that the same question when levels are
changed from the best to the worst attribute level,
correspond to the questions in the ‘‘swing’’ pro-
cedure for attribute weights (Von Winterfeldt and
Edwards, 1986; Edwards and Barron, 1994), but
does not require quantitative estimation of the
preference.

The same information may be obtained with far
fewer questions by comparing two hypothetical
alternatives that differ in performance on only two
attributes. This type of information is considered
to be rather reliable (and can be checked for
transitivity). This type of information is partially
implemented in method ZAPROS (Larichev and
Moshkovich, 1995, 1997). In general this infor-
mation allows us to use the following rule for
comparison of two alternatives:

alternative a is not less preferable than alter-
native b, if for each pair of estimates (ai; aj)
of alternative a there exists a not more pref-
erable pair of estimates ðbk; blÞ of alternative
b.

The above analysis shows that the most prom-
ising types of ordinal information that can be used
for comparison of multiattribute alternatives may
be presented by two forms: ordinal scales for at-
tributes and ordinal tradeoffs. Let us analyze the
appropriate procedures and results provided by
these two types of preference information.

4. Three possible steps in using ordinal preference

judgments

4.1. Dominance rule

The first step in any decision analysis is to form
the set of alternatives, form the set of attributes,
and evaluate alternatives against attributes. If we
decide to use ordinal judgments for comparison of
alternatives, the first step in this direction is to
elaborate ordinal scales for attributes. This infor-
mation allows pairwise comparison of real alter-
natives according to the following rule (see Fig. 1):

alternative a is not less preferable than alter-
native b, if for each attribute q
ðq ¼ 1; 2; . . . ;QÞ estimate aq of alternative a

is not less preferable than estimate bq of al-
ternative b.

We presented an example of six attributes used
to evaluate applicants for a tenure track position
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in MIS in Table 1. The ordinal scales in this case
were the same for all attributes using levels: above
average, average, and below average. It can be
argued that a small number of categories capture
the essence of a decision maker’s scale of value for
an attribute. This has the disadvantage of con-
verting a continuous scale to a discrete scale, but
with the compensating advantage of being more
manageable.

4.2. Joint ordinal scale (JOS)

In the ZAPROS method (Larichev and Mosh-
kovich, 1995, 1997) partial information on ordinal

tradeoffs is used. We describe the procedure in a
more detail.
The decision maker is asked to compare pairs

of hypothetical alternatives, each with the best
levels of attainment on all attributes but one.
Thus, the decision maker is asked to compare pairs
of hypothetical alternatives from the list L � X ,

L ¼ fxi 2 X j xiq ¼ x1q 8q 2 K;

except one t such that xit 6¼ x1tg:

The number of these alternatives is not large:
N ¼

PQ
q¼1ðnq 
 1Þ þ 1:

Thus, the decision maker is to compare alter-
natives xi and xj, differing in attainment levels on
only two attributes, holding all other attributes
values at the same level. Possible responses are: (1)
xi is preferred to xj; (2) xi and xj are equally pref-
erable; and (3) xj is preferred to xi. Such a com-
parison is demonstrated for the example in Fig. 2.
The resulting ranking of alternatives from the

set L (see the last column in Table 2) forms the JOS
(Larichev and Moshkovich, 1995, 1997). JOS in-
dex JðxiqÞ shows the rank of corresponding at-
tribute level among all possible attribute values
(the smaller the index the better the corresponding

Fig. 1. Comparison of real alternatives upon dominance.

Fig. 2. Comparison of hypothetical alternatives for construction of JOS.
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attribute level). Note, that Jðx11Þ ¼ Jðx12Þ ¼
	 	 	 ¼ Jðx1QÞ ¼ 1. Thus, we construct a unique or-
dinal scale for all attributes with their possible
values. A JOS for the example is given in Table 2.
Construction of the JOS provides a simple rule

for comparison of multiattribute alternatives.
Each vector a ¼ ða1; a2; . . . ; aQÞ may be rewritten
in the form of index vector JðaÞ ¼ ðJða1Þ;
Jða2Þ; . . . ; JðaQÞÞ, in which each component is
substituted with its JOS index. The advantage of
this presentation is due to the comparability of JOS
indices among attributes (we are not able to com-
pare xiq and xjt, but the JOS index JðxiqÞ is always
comparable with the JOS index JðxjtÞÞ. Then the
rule for comparison of the two alternatives on the
basis of the JOS is the following:

alternative a is not less preferable than alter-
native b, if for each component ai of alterna-
tive a there may be found component bj of
alternative b such that JðaiÞ6 JðbjÞ.

The correctness of the rule in case of an additive
value function was proven in Larichev and
Moshkovich (1995). If we rearrange elements of

each index vector in an ascending order (as all
indices are comparable), we can say that:

alternative a is not less preferable than alter-
native b if for each q ¼ 1; 2; . . . ;Q JqðaÞ6 Jq
(b).

Thus, estimating a and b through the JOS leads
us to the simple rule of dominance for comparison
of two alternatives presented in the form of their
JOS indices (see Fig. 3(a and b)). As a result by
acquiring information on comparison of alterna-
tives from L we are able to construct a new pre-
sentation of alternatives (by their JOS indices),
rearrange them in an ascending order, and then
use the rule of dominance to compare real alter-
natives.
The assumed transitivity of preferences and

rank orderings of attribute levels make it possible
to construct an effective procedure of pairwise
comparisons (for more details on the procedure see
Larichev and Moshkovich, 1995, 1997).
Using this rule it is possible to compare some

pairs of real alternatives but it does not guarantee
the comparison of all pairs of alternatives

Table 2

Joint ordinal scale for the applicant selection task

Attribute Attribute values JOS index Corresponding vector from L

A A1 J(A1)¼ J(B1)¼ J(C1)¼ 1 A1, B1,C1,D1, E1, F1

B B1 J(D1)¼ J(E1)¼ J(F1)¼ 1
C C1

D D1

E E1

F F1

C C2 J(C2)¼ J(E2)¼ 2 A1, B1,C2,D1, E1, F1

E E2 A1, B1,C1,D1, E2, F1

A A2 J(A2)¼ J(D2)¼ J(F2)¼ 3 A2, B1,C1,D1, E1, F1

D D2 A1, B1,C1,D2, E1, F1

F F2 A1, B1,C1,D1, E1, F2

B B2 J(B2)¼ 4 A1, B2,C1,D1, E1, F1

B B3 J(B3)¼ J(E3)¼ J(F3)¼ 5 A1, B3,C1,D1, E1, F1

E E3 A1, B1,C1,D1, E3, F1

F F3 A1, B1,C1,D1, E1, F3

A A3 J(A3)¼ J(C3)¼ J(D3)¼ 6 A3, B1,C1,D1, E1, F1

C C3 A1, B1,C3,D1, E1, F1

D D3 A1, B1,C1,D3, E1, F1
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(Moshkovich et al., 1998). We will demonstrate
these concepts using the example given in that
paper, to select faculty applicants to visit a campus
for an interview. This process involves selection of
about three candidates to bring to campus (at
some expense) out of as many as 50 applicants for
a faculty position. For that example, the upper
part of the partial rank order of subjects in the
example is presented in Fig. 4. Applicant 26 is the
only one with rank 1. Applicant 45 is the only one
with rank 2. There are five applicants with the
rank of 3.

4.3. Paired joint ordinal scale (PJOS)

Our approach to preference elicitation is based
on ordinal comparison of two alternatives that
differ in values (or components) by only two at-
tributes while all other attribute values are the
same for both alternatives. Note that in the pre-
sented procedure for ordinal tradeoffs used in
ZAPROS, only a small part of the admissible
comparisons are used to form the JOS – elements
from the subset L. Thus, it is possible to ask the
decision maker to compare alternatives with dif-
ferent levels on only two attributes, but not nec-
essarily including the best level as in the vectors
from L.
Let xi and xj be two alternatives, which have the

best components accept attributes p and q. If the
decision maker prefers xi to xj, it means that
combination of estimated ðxiq; xipÞ is preferred to

ðxjq; xjpÞ, as all other components in index vectors
are equal to 1 (see an example of the comparison
for the application problem in Fig. 5). Thus, such
comparison may be viewed as a comparison of
pairs of estimates against different attributes.

Fig. 3. Comparison of real alternatives upon JOS: J1ðxÞ < J2ðxÞ < 	 	 	 < JQðxÞ: (a) actual information; (b) using rearranged in
ascending order JOS indices.

Fig. 4. Upper part of partial rank ordering of applicants on the

basis of JOS.
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Let us assume that we know the relationship
between all possible pairs of attribute estimates.
Then we are able to construct the PJOS and use it
for comparison of real alternatives. PJOS index
PJðxiq; xipÞ shows the rank of corresponding com-
bination of two attribute levels among all possible
attributes’ values (the smaller the index the better
the corresponding attribute level).
Construction of the PJOS provides the follow-

ing rule for comparison of multiattribute alterna-
tives. Each vector a ¼ ða1; a2; . . . ; aQÞ may be
rewritten in the form of paired vector PJðaÞ, in
which pairs of components are substituted with
their PJOS index. Then the rule for comparison of
the two alternatives on the basis of the PJOS is the
following:

alternative a is not less preferable than alter-
native b, if for each pair of estimates ðai; ajÞ
of alternative a there exists a pair of esti-
mates ðbk; blÞ of alternative b such that
PJðai; ajÞ6 PJðbk; blÞ.

The proof of the correctness of the rule in case
of additive value function is given in the Appendix
A. If we rearrange elements of each paired vector

in an ascending order (as all indices are compa-
rable), we can say that:

alternative a is not less preferable than alter-
native b if for each k ¼ 1; 2; . . .Q=2 (half
of the previous number of attributes)
PJk (a)6 PJk(b).

Thus, estimating a and b through the PJOS
leads us to the simple rule of dominance for
comparison of two alternatives presented in
the form of their PJOS indices (see Fig. 6(a
and b)). As a result of acquiring such infor-
mation we are able to construct a new pre-
sentation of alternatives (by their PJOS
indices), rearrange them in an ascending order,
and then use the rule of dominance to com-
pare real alternatives.
Although the logic of this presentation is the-

oretically the same as with JOS, there are three
problems connected with the construction and
implementation of PJOS:
1. the number of required comparisons for the
construction of PJOS is very large (exceeds
the reasonable time the decision maker can
spare for such a task by a great deal);

Fig. 5. Eliciting preferential information on comparison of pairs of ranks (33 vs. 15).
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2. not all pairs of attribute estimates can be com-
pared in PJOS (as they may require comparison
of hypothetical alternatives differing in esti-
mates against more than two attributes: e.g., 3
or 4);

3. it is possible to divide alternative estimates into
different pairs (there is a variability in the pre-
sentation of an alternative through PJOS indi-
ces).

Thus, it is not efficient to try to obtain full infor-
mation. As the number of real alternatives that
need to be compared has been reduced after im-
plementation of the JOS, a reasonable approach
would be to use an iterative process to effectively
identify the needed discriminatory power while not
requiring exhaustive numbers of comparisons (see
Olson, 1996).
It is possible to use previous information to

reach some conclusions about the comparison of
pairs of attribute estimates on the basis of JOS
indices. This is based on transitivity of the con-
structed preference relation.
According to the construction of the JOS, if

JðxlsÞ6 JðxiqÞ and JðxmtÞ6 JðxjpÞ, then ðJðxlsÞ;
JðxmtÞÞ is preferred to (or is equally preferable to)
ðJðxiqÞ; JðxjpÞÞ. On the basis of the transitivity of
the constructed binary relation it is possible to
conclude that, If ðJðxiqÞ; JðxjpÞÞ is preferred to
ðJðxlsÞ; JðxmtÞÞ then:
(1) 8Jðxkf Þ6 JðxiqÞ and JðxdgÞ6 JðxjpÞ: ðJðxkf Þ;

JðxdgÞÞ is preferred to ðJðxlsÞ; JðxmtÞÞ;
(2) 8Jðxkf ÞP JðxlsÞ and JðxdgÞP JðxmtÞ: ðJðxlsÞ;

JðxmtÞÞ is preferred to ðJðxkf Þ; JðxdgÞÞ.

These properties allow construction of an effective
iterative procedure (Olson, 1996) making it
possible to check the consistency of some of the
decision maker’s responses (on the basis of
transitivity):
1. Select two real alternatives a and b not compa-
rable upon the JOS. Form their JOS representa-
tion in ascending order JðaÞ and JðbÞ. Delete all
JOS indices equal in both alternatives. Let us
consider that we have m indices left:
J1ðaÞ6 J2ðaÞ6 . . . 6 JmðaÞ and J1ðbÞ6 J2ðbÞ6
	 	 	 6 JmðbÞ. For the each pair of corresponding
indices mark 1 if JiðaÞ6 JiðbÞ and 0 otherwise
(see Fig. 7).

2. Form all possible pairs of indices for compari-
son that can represent these alternatives: com-
bine 1 and 0 in each pair. The number of
possible pairs will be equal to the number of
1s multiplied by the number of 0s (see Fig. 7).

3. For formed pairs of JOS indices check if it can
be described by estimates of only two attributes
(there is a variability here as the same JOS in-
dex may be assigned to several different attrib-
ute levels – see Table 2).

4. Form hypothetical alternatives differing in esti-
mates on two attributes which represent com-
parison of these pairs of JOS indices. Use the
result to compare real alternatives.

In the example, first, incomparable alternatives
#5¼ (A1, B1, C1,D2, E2, F2) and #38¼ (A1, B3,
C1,D1, E1, F1) are analyzed. According to the
JOS presented in the Table 2, J(#5)¼ (1, 1, 1, 3,
2, 3) and J(#38)¼ (1, 5, 1, 1, 1, 1). We rearrange in

Fig. 6. Comparison of alternatives upon Paired JOS (PJOS): PJ1ðx; xÞ < PJ2ðx; xÞ < 	 	 	 < PJmðx; xÞ: (a) actual information; (b) using
rearranged in ascending order PJOS indices.
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ascending order following the ZAPROS proce-
dure. The resulting index vectors: J(#5)¼ (1, 1, 1,
2, 3, 3) and J(#38)¼ (1, 1, 1, 1, 1, 5). According to
the proposed procedure:
(1) Eliminate all equal ranks and mark 1 and 0

for more preferable and less preferable pairs of
ranks with respect to the first alternative (#5):

(2) Form all possible pairs (combinations of 1s
and 0s). There are only two possible variants in
our case:

23 vs: 15 or 33 vs: 15:

(3) Check if these pairs can be presented by
hypothetical alternatives differing in estimates
against only two attributes. To do this we first
form possible values for each of the JOS indices:
1 can be presented by any of the following
{A1, B1, C1,D1, E1, F1};
5 can be presented by any of the following
{B3, E3, F3};
2 can be presented by any of the following
{C2, E2};
3 can be presented by any of the following
{A2,D2, F2}.
The analysis shows that each of the two vari-

ants is admissible.

(4) Form hypothetical alternatives for com-
parison. First we form hypothetical alternatives to
compare 33 vs.15. Corresponding alternatives
are (see Fig. 5): (A1, B1, C1,D2, E1, F2) and
(A1, B1, C1,D1, E1, F3).
The second alternative was preferred by the

decision maker. This allows us to conclude
that Alternative #38 is preferred to alternative
#5.
We identify the JOS index vectors for alter-

natives #5¼ (A1, B1, C1,D2, E2, F2) and #8¼
(A1, B2, C2,D1, E1, F1). Corresponding JOS in-
dex vectors are: J(#5)¼ (1, 1, 1, 2, 3, 3) and J(#8)¼
(1, 1, 1, 1, 2, 4).
(1) Eliminate equal ranks and put correspond-

ing 1 and 0 marks:

(2) Form possible pairs of indices. There is only
one possible pair: 33 vs. 14.
It was previously stated that combination of

ranks 15 is preferable to combination of ranks
33. Using transitivity we are able to conclude
that 14 is preferred to 33, and therefore alter-
native #8 is preferred to alternative #5. This
procedure does not guarantee the comparison
of any two real alternatives, but may add the
necessary information for the solution of the
problem.

Alternatives #5 #38 Mark

2 1 0 (less preferable)
3 1 0 (less preferable)
3 5 1 (more preferable)

Alternatives #5 #8 Mark

3 1 0 (less preferable)
3 4 1 (more preferable)

Fig. 7. Formation of pairs of JOS indices for comparison.
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5. Effectiveness of the information on ordinal

tradeoffs

The approach presented above shows how we
are able to use partial information about the de-
cision makers preferences. The crucial point of the
approach is the use of ordinal judgments for all
elements in the decision analysis. We use ordinal
scales for attributes, we use ordinal information on
relative importance of different attributes, and
different attribute values.
In the process we ask the decision maker to

compare pairs of hypothetical alternatives as fol-
lows:
1. alternatives differing in values against one at-
tribute (to construct ordinal scales for attri-
butes),

2. alternatives differing in values against two attri-
butes while each alternative has only one attrib-
ute value different from the best one (to
construct JOS), and

3. alternatives differing in values against two attri-
butes while each alternative can have up to two
value different from the best ones (to construct
PJOS).
Each type of information may be used to

compare some pairs of real alternatives. Con-
structed ordinal scales may be used to compare
real alternatives on the basis of the dominance
rule. The Constructed JOS can add additional
comparisons among real alternatives (by present-
ing them with JOS indices and using them for
comparison of alternatives on the basis of domi-
nance relation). Constructed PJOS can still pro-
duce some additional comparisons among real
alternatives (by presenting alternatives through
PJOS indices, and use, once again, dominance for
comparison).
In general we can assume that these three steps

in acquiring additional information on the deci-
sion maker’s preferences can give the solution to
the problem, but what are the chances for that?
How effective are these procedures?
To answer these questions simulation was car-

ried out to evaluate the percentage of pairs among
real alternatives compared at each step of obtain-
ing information on decision maker’s preferences.
The larger the proportion of compared alterna-

tives, the closer the constructed partial order will
be to the complete ranking. The number of com-
parisons of hypothetical alternatives required from
the decision maker was calculated.
The program was written using electronic

spreadsheets with VBA. The simulation assumed
one decision maker with a definite value function.
The decision maker was modeled through an
additive value function (which was used to get
information on comparison of hypothetical alter-
natives). The program simulated the process of
constructing JOS and carrying out additional
judgments for pairs of JOS indices (as stated in the
previous sections).
The value function stayed the same (one deci-

sion maker), but the set of real alternatives was
formed each round of simulation. Attribute value
(an integer, reflecting the place of the value in the
ordinal scale of the attribute) for each alternative
was formed by using the built-in random number
generator, based on uniform distribution.
Simulation was carried out for different num-

bers of attributes (5 and 7), numbers of possible
attribute levels (3 and 5), and numbers of alter-
natives in the initial set (30 and 50). (The method is
more appropriate for multiattribute problems with
more than 10 alternatives.) These parameters are
considered to reflect the task environment for the
proposed approach: (1) alternatives are evaluated
through ordinal scales, (2) preference structure is
constructed in the attribute space (not in the space
limited by the presented set of real alternatives),
and (3) the task is to rank order of alternatives.
Combination of two possible values for each of

three parameters (number of alternatives, number
of attribute levels, and number of attributes) pro-
duces eight possible combinations. For each vari-
ant the process was simulated 500 times (each time
the new initial set of real alternatives was gener-
ated).
For each of 500 simulations, the percent of

compared pairs in the set of real alternatives was
calculated, and the number of comparisons carried
out by ‘‘the decision maker’’ while constructing
PJOS was marked (two other steps require a stable
number of comparisons for any set of real alter-
natives). For both indices and for each combina-
tion, three parameters were calculated to
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summarize the result over 500 trials: average,
standard deviation, and maximum/minimum val-
ues. Averages are presented in Table 3.
The results show that on the average as many as

up to 75–80% of the alternatives can be compared
using only ordinal judgments in the presented
form (see Table 1). Although the proportional
number of compared pairs of alternatives de-
creases with the growth of the number of attributes
and attribute levels, it is almost the same for dif-
ferent numbers of alternatives (see Fig. 8(a) and
(b)). The difference between cases for 30 and 50
alternatives is less than 1% for the first two steps
(Dominance and JOS) and it’s rises to 3% at the
third step (PJOS).

At the same time the number of alternatives
influences the number of questions to the decision
maker for the additional comparison of alterna-
tives (it becomes much larger with the growth of
the number of alternatives).
Growth in the number of attributes de-

creases the percent of compared alternatives,
while the number of attribute levels influences
the number of additional questions to the
decision maker.
The conclusions in this part are based mainly

on the averages obtained. To give an idea of how
diversified the initial data was, we provide infor-
mation on standard deviations (Table 4) and ran-
ges of data (in Table 5).

Table 3

Average percentage of compared alternatives

Number of attributes¼ 5 Number of attributes¼ 7
Number of levels 3 5 3 5

Number of alternatives 30 50 30 50 30 50 30 50

Method

Dominance 26.4% 26.1% 16.1% 15.2% 11.5% 11.5% 5.9% 5.2%

JOS 65.1% 65.0% 50.3% 49.3% 54.3% 54.4% 37.8% 37.8%

PJOS (pairs of indices) 75.6% 76.1% 72.9% 74.2% 62.7% 63.7% 56.4% 59.0%

Number of additional

questions (PJOS)

14 17 63 96 21 30 86 141

(a) (b)

Fig. 8. Results of simulation (percentage of compared alternatives).
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The data shows enough stability in the values to
assume that the averages represent the data sets
adequately. Although we cannot guarantee the
choice of the best alternative we are able to pro-
vide a rather narrow subset of better alternatives
for further analysis. In accordance with the
framework of using ordinal information for com-
parison of alternatives, the general suggestion (if
one best alternative cannot be selected), to modify
the description of the selected alternatives (change
attributes and scales) to better present differences
in them (see, e.g. Larichev and Moshkovich, 1997).

6. Conclusion

The process of information elicitation from
decision makers and experts is a necessary element
in multiattribute analysis. This information is re-
quired for elimination of the uncertainty con-
nected with the presence of multiple criteria, to
elaborate the necessary compromises, and to
identify good decisions. It is preferable to use hu-

man judgments in a qualitative form: it is more
natural for people and provides more reliable in-
formation. Qualitative information can be used in
a logical and theoretically correct manner for
comparing and evaluating multiattribute alterna-
tives.
Quantitative measurement of qualitative no-

tions may lead to an incorrect result, which is
difficult to detect. In this case the impression is
given that the appropriate decision has been
identified, as we substitute decisions of a consul-
tant (or the author of the method) for the real
decision maker. In general, non-essential differ-
ences in numerical expression of values and
weights may result in invalid application of that
methodology to decision makers.
In many practical cases we are able to identify a

preferred decision without resort to numerical
scaling. We have shown that ordinal information
can be effective in comparison of multiattribute
alternatives. Obtaining ordinal information can be
a logical first step in solving almost any problem.
In this case the described procedures of ordinal

Table 4

Standard deviations for the parameters

Number of attributes¼ 5 Number of attributes¼ 7
Number of levels 3 5 3 5

Number of alternatives 30 50 30 50 30 50 30 50

Method

Dominance 5.2% 4.2% 4.3% 3.3% 3.4% 2.6% 2.8% 1.8%

JOS 6.1% 4.5% 6.4% 4.9% 6.6% 5.3% 6.6% 4.7%

PJOS (pairs of indices) 4.9% 3.6% 4.8% 3.4% 6.0% 4.7% 5.8% 4.1%

Number of additional

questions (PJOS)

2.2 2.2 8.3 10.0 3.8 4.3 10.4 11.8

Table 5

Maximum (minimum) values for the parameters

Number of attributes¼ 5 Number of attributes¼ 7
Number of levels 3 5 3 5

Number of alternatives 30 50 30 50 30 50 30 50

Method

Dominance 40 (14)% 37 (17)% 26 (5)% 27 (8)% 21 (5)% 19 (6)% 17 (2)% 11 (2)%

JOS 82 (51)% 76 (53)% 64 (35)% 60 (38)% 73 (37)% 64 (41)% 59 (23)% 52 (23)%

PJOS (pairs of indices) 89 (64)% 86 (68)% 83 (62)% 82 (66)% 78 (47)% 72 (52)% 72 (39)% 71 (46)%

Number of additional

questions (PJOS)

19 (8) 22 (13) 80 (46) 127 (71) 30 (12) 44 (20) 113 (58) 165 (114)
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tradeoffs may lead to a satisfactory, easily ex-
plainable and reliable solution. Such forms of
human judgment allow conducting logical analysis
of the elicited preferential information, detection
of possible inconsistencies, and overcoming these
through additional analysis.

Appendix A. Proof of the rule

We have that for each q; p 2 K 9tðqÞ, tðpÞ such
that (aiq, aip) is preferable to or is equally prefer-
able to (ajtðqÞ, ajtðpÞ). This means that

kqvqðaiqÞ þ kpvpðaipÞ
P ktðqÞvtðqÞðajtðqÞÞ þ ktðpÞvtðpÞðajtðpÞÞ:

Summing these inequalities for each pair of esti-
mates, we obtain

XQ

q¼1
kqvqðaiqÞP

XQ

q¼1
kqvqðajqÞ:

Thus vðaiÞP ðvajÞ; and ai is preferable to or is
equally preferable to aj.
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